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Abstract1

Changes in air temperature, precipitation and, in some cases, glacial runoff affect2

the timing of river flow in watersheds of western Canada. We present a method to3

detect streamflow phase shifts in pluvial, nival and glacial rivers. The Kendall-Theil4

Robust Lines yield monotonic trends in standardized sequent 5-day means of runoff5

in nine river basins of western Canada over the period 1960-2006. In comparison to6

trends in the timing of the date of annual peak flow and the center of volume, two7

other metrics often used to infer streamflow timing changes, our approach reveals8

more detailed structure on the nature of these changes. For instance, our trend9

analyses reveal extension of the warm hydrological season in nival and glacial rivers10

of western Canada. This feature is marked by an earlier onset of the spring melt,11

decreases in summer streamflow, and a delay in the onset of enhanced autumn flows.12

Our method provides information on streamflow timing changes throughout the13

entire hydrological year, enhancing results from previous methods to assess climate14

change impacts on the hydrological cycle.15
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1. Introduction16

Many rivers are fed by melting snow and glaciers [Barnett et al., 2005]. Projected17

increases in surface air temperatures over the next century will deplete seasonal and18

longer-term storage in these basins as snowpacks melt earlier and glaciers continue19

to retreat. Of particular concern is the earlier onset of the spring freshet and the20

reduction of streamflow during summer when human demand for this important21

resource peaks [Barnett et al., 2005].22

The annual streamflow hydrograph in snow and glacier-fed rivers is characterized23

by low flows during winter when water is stored in the seasonal snowpack and24

glaciers, and high flows during spring and summer when snow and glaciers melt.25

Shifts in the timing of spring high flows (freshets) can indicate changes in climate26

[Court, 1962]. For example, warm air temperatures in recent decades advanced the27

spring freshet in many snowmelt-fed rivers of North America [Whitfield and Cannon,28

2000; Déry et al., 2005; Stewart et al., 2005; Hodgkins and Dudley, 2006; Maurer et29

al., 2007; Moore et al., 2007; Burn, 2008].30

Several methods exist to detect changes in the timing of streamflow [Court, 1962].31

One method tracks the date of the annual peak flow associated with snowmelt.32

However, this procedure is problematic in smaller watersheds where the timing of33

the annual daily maximum discharge can be dominated by synoptic events (e.g.,34

rain-on-snow events or warm spells) rather than longer-term changes in climate.35

The fraction of the total annual discharge occurring in a given month provides36

another measure of changes in streamflow timing; however, this technique may mask37

fluctuations that arise on shorter time scales (< 1 month) as well as in precipitation38

characteristics (amount, phase, and timing) [Leith and Whitfield, 1998]. Another39

approach evaluates the occurrence of the center of volume, or some other fraction,40



4

of the total annual discharge volume. Although straightforward, this approach may41

yield misleading results for the detection of changes in the timing of spring freshets42

in basins where increased late-season precipitation and/or glacier melt substantially43

contributes to discharge. Furthermore, these methods may not be applicable to rain-44

dominated (pluvial) rivers where water storage in the seasonal snowpack or glaciers45

does not occur. Metrics of streamflow timing changes need to account for multiple46

runoff generating mechanisms and how these may affect the timing and quantity of47

runoff through time.48

We propose a reliable technique to detect changes in the timing of runoff that49

may be applied to rivers of varying hydrological regimes. This method assesses50

monotonic trends in time series of sequent 5-day means in runoff for pluvial, nival51

and glacial rivers of western Canada. We evaluate our approach against other metrics52

of streamflow timing including trends in the date of peak flows and the center of53

volume. Furthermore, we apply the technique to other hydrometeorological variables54

(air temperature, precipitation, and snow accumulation) to better understand the55

forcing mechanism(s) for hydrological changes.56

2. Data and Methods57

To demonstrate our approach we select nine rivers in western Canada (Table 1)58

for which mean daily discharge data are taken from the Water Survey of Canada59

(http://www.wsc.ec.gc.ca/). The rivers typify pluvial, nival or glacial runoff regimes60

and comprise three transects across northern, central and southern British Columbia61

(BC). The initial year of data availability varies between gauges but all discharge62

time series end on 31 December 2006. The selected records are almost complete63

with less than 8% of the data missing in the worst case. After the initial year of64

data availability and where necessary, missing hydrological data for a given day are65
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in-filled by the mean daily values for that date over the period of record. River66

discharge data are then averaged over a 5-day period to obtain similar hydrological67

responses in both small and large watersheds. The use of sequent 5-day means also68

minimizes the effects of transient storms on precipitation fluctuations [Whitfield69

and Cannon, 2000]. Hydrographs are presented on a standard hydrological year (170

October to 30 September of the following year) and are referred to only by the year71

at which this cycle ends. In addition, runoff is normalized by basin area. Statistics72

including the mean and standard deviation in annual runoff are computed over the73

base period 1972-2006 for which hydrological data are available for all nine rivers of74

interest (Table 1).75

We standardize time series of river runoff by subtracting their mean and dividing76

by their standard deviation, computed over the period of data availability (Table 1).77

In addition, daily values are aggregated to sequent 5-day means (5dQ). Monotonic78

trends for each of the 73 5dQ time series are then calculated from the slope of the79

Kendall-Theil Robust Line [Theil, 1950]. The final year for all trend analyses remains80

fixed at 2006. The starting year, however, is varied to demonstrate its impact on81

the trend magnitudes. As described in the next section, this approach reveals runoff82

timing changes throughout the entire year whereas other methods focus on a single83

annual event or a specific month or season. For comparison, trends in the day of84

peak flow and in the center of volume of the total annual discharge based on daily85

data are also computed for each river [Court, 1962].86

In addition to trend magnitudes, studies often use the Mann-Kendall test (MKT)87

[Mann, 1945; Kendall, 1975; Lettenmaier et al., 1994; Déry and Wood, 2005; Mc-88

Clelland et al., 2006; Déry and Brown, 2007]. However, recent publications question89

the underlying assumptions of the hypotheses of such trend tests [Cohn and Lins,90

2005; Koutsoyiannis and Montanari, 2007]. Indeed, there is an implicit assumption91
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in the trend analyses that the underlying process behaves as an independent and92

identically distributed (IID) random variable or as an autoregressive (AR) process.93

Multiple studies demonstrate that streamflow does not behave as an IID or AR94

process, but rather exhibits long-term persistence (LTP) and variability [e.g., von95

Storch, 1995; Fleming and Clarke, 2003; Matalas and Sankarasubramanian, 2003;96

Koutsoyiannis, 2003, 2006; Hamed, 2008]. Given the relatively short (30-40 years)97

time series used for the trend analyses and the issues discussed above, we refrain from98

assigning a statistical significance to the results. Instead we focus on the magnitude99

of the trends in standardized units.100

Preliminary tests reveal the potential influence of serial correlation on the trend101

analyses (Figure 1). Lag 1 autocorrelations (AR1) for the 5dQ time series computed102

for the period 1972-2006 yield few instances when AR1 attains p < 0.05. There are,103

however, two notable exceptions: Fishtrap Creek and the Tuya River show strong,104

positive autocorrelations during fall and winter, respectively. As demonstrated later,105

trends in 5dQ are not strong during these periods such that “pre-whitening” of the106

time series is not conducted here [Yue et al., 2002]. In addition, only 3.5% of the107

5dQ time series exhibit positive autocorrelations at p < 0.05, a value well within108

the range that could be achieved by chance alone. Other tests reveal little (if any)109

impact of serial correlation on trends in the annual date of peak flows and in center110

of volume.111

The trend analyses of 5dQ time series then allow the “reconstruction” of annual112

hydrographs. Here the actual gauge-based measurements averaged for each 5-day113

period are replaced by the end points of the trend lines (or the Kendall-Theil Robust114

Lines). This step yields the reconstructed “initial” (1972) and “final” (2006) runoff115

values over the period for which the trend is computed [Déry et al., 2005]. This116

analysis allows the reconstruction of the temporal evolution of annual hydrographs117
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to obtain detailed structure on streamflow timing changes.118

In addition to the hydrological data, daily air temperature and precipitation mea-119

surements from Barkerville, BC are extracted from an online database (http://www.120

climate.weatheroffice.ec.gc.ca) to assess possible factors driving streamflow timing121

changes in the Little Swift River. This meteorological station, operated by Environ-122

ment Canada, is situated at 53.07◦N, 121.50◦W at 1265 m above sea level (a.s.l.).123

It is therefore just to the northeast of the Little Swift River Basin. Barkerville124

has the third longest continuous meteorological record in BC such that data avail-125

ability over the period of interest is not an issue. Lag 1 autocorrelations of 5-day126

averages of air temperature and precipitation at Barkerville, BC, over the period127

1972-2006 do not attain p < 0.05, minimizing the impact of serial correlation on128

these trend analyses. Daily snow water equivalent (SWE) measured at a snow pil-129

low at Barkerville by the BC Ministry of Environment, Water Stewardship Division130

(http://www.env.gov.bc.ca/rfc/), are also obtained to determine the possible role of131

a changing snowpack on the hydrology of the Little Swift River. This snow pillow132

is situated at 53.05◦N, 121.48◦W at 1520 m a.s.l. The daily SWE time series begins133

in October 1968, but data are missing throughout the period 1989-1996. Mono-134

tonic trends for 5-day averages of standardized air temperature, precipitation and135

SWE data are evaluated to facilitate comparisons with the 5dQ trends. Note that136

the trend analysis for snow accumulation is performed only when the 5-day aver-137

age exceeds 5 mm SWE such that no trends for this variable are available during138

summer.139

3. Proof of Concept140

To explore how well the approaches characterize different types of hydrograph141

change, synthetic hydrographs for a nival regime are generated using a simple model142
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that can incorporate trends in both the volume and timing of snowmelt. The model143

initially generates an annual time series of effective SWEs, representing the amount144

of snowmelt that becomes streamflow. The model does not explicitly account for145

evapotranspiration. The time series is specified by a mean and a trend magnitude.146

Similarly, a time series of the date of the onset of melt is generated using a mean and147

trend magnitude. For each year of simulation, meltwater generation is zero prior to148

the onset of melt. Once initiated, the melt for each day is computed as:149

M(t, y) = km[t − t0(y)] ×
V (t, y)

V0(y)
, (1)

where M(t, y) (mm) is the melt generated on day t in year y, km is the rate at150

which melt increases through the melt season, t0(y) is the date of melt initiation151

in year y, V (t, y) is the SWE on day t and year y, and V0(y) is the initial SWE in152

year y. The ratio V (t, y)/V0(y) represents in a crude manner the effect of decreasing153

snow cover area on basin melt through the freshet season. Each day, the SWE is154

updated by subtracting the day’s melt:155

V (t, y) = V (t − 1, y) − M(t, y). (2)

Routing of meltwater is accomplished by representing the catchment as a linear156

reservoir. Each day, the storage in the reservoir is updated by adding that day’s157

melt:158

S(t, y) = S(t − 1, y) + M(t, y). (3)

Basin daily runoff, Q(t, y) (mm), is then calculated as:159
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Q(t, y) = krS(t, y), (4)

where kr (day−1) is a recession coefficient. The catchment storage is then updated160

by subtracting the runoff:161

S ′(t, y) = S(t, y) − Q(t, y), (5)

where the prime denotes an update to S(t, y). In these tests, km is set to 0.4162

mm day−1 and kr is fixed at 0.02 day−1. These parameters are specified by trial163

and error to generate hydrographs that look as much as possible like real streamflow164

series. Four sets of simulations are run: 1) the base run has no trend in timing or165

volume; 2) the first scenario of a changing hydrological regime has a trend in volume166

(V); 3) the second scenario has a trend in timing (T); and 4) the third scenario has167

a trend in both volume and timing (VT; Table 2).168

Diagrams of the idealized hydrographs and trends for the snowmelt-dominated169

river illustrate the potential utility of the method developed here (Figure 2). As ex-170

pected, the first scenario (Figure 2a) reveals declining trends in streamflow through-171

out the entire hydrological year, with the largest decreases (−2 mm (35 years)−1)172

occurring in June and July. In the second scenario (Figure 2b), a couplet of moder-173

ate positive (2 mm (35 years)−1) then weak negative (−1 mm (35 years)−1) trends174

arises when the snowmelt shifts forward in time by 20 days. In the third scenario175

(Figure 2c), the trend analysis is marked by a similar positive/negative couplet, with176

weaker (stronger) 5dQ trends in April and May (June and July).177

Trends in the center of volume are also assessed for each of the three cases.178

Reducing the volume alone by nearly 50% advances the center of volume by 9 days.179
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An earlier initiation of snowmelt (by 20 days) but keeping the overall volume fixed180

advances (by 17 days) the center of volume. In the final case, we see the additive181

effects of both a decline in volume (by nearly 50%) and an advance (by 20 days) in182

the timing of snowmelt that lead to an earlier occurrence (by 26 days) in the center183

of volume.184

These tests demonstrate how changes in snowmelt volume alone can lead to185

spurious trends in the timing of the center of volume. Our method clarifies the186

nature of the hydrological changes by providing trend information throughout the187

year. Integrating over time the 5dQ trends allows detection of changing amounts of188

river runoff on an annual or seasonal basis. Our technique then suggests the presence189

of streamflow phase shifts (rather than absolute trends) if the time-integrated 5dQ190

trends approach zero, but individual values remain large and of the opposite sign191

(as in Figure 2b). In a case with changing annual volumes of runoff, our approach192

may also be applied to other hydrometeorological variables such as precipitation193

and snow accumulation to better understand the mechanism(s) driving hydrological194

phase shifts and trends.195

4. Results196

The 1972-2006 mean annual runoff is low in snow-dominated rivers, with an197

average of 399 mm in Fishtrap Creek and the Little Swift and Tuya rivers (Table198

3). Mean annual runoff in pluvial and glacial rivers is high, with overall averages199

of 1837 and 1686 mm, respectively. The variability, expressed by the standard200

deviation in annual river runoff, generally increases with mean annual runoff. The201

coefficient of variation in annual runoff ranges from 0.24 in nival rivers to 0.10 in202

glacial rivers, although this quantity is generally a function of glacier cover [Fountain203

and Tangborn, 1985; Moore, 1992]. The linear trend in mean annual runoff for the204
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period 1972-2006 exhibits a relatively large, positive trend only for Surprise Creek.205

Runoff from pluvial, nival and glacial catchments differs in the timing and the206

quantity of flow (Figure 3). For example, flows in rain-dominated rivers in western207

Canada peak during fall and winter and are low during summer. In contrast, high208

flows in nival and glacial rivers occur in spring and summer with low flows during209

winter. Nival rivers show a more pronounced and narrower peak in river discharge210

driven by snowmelt, whereas glacial rivers have an extended period of high flows with211

an attenuated recession following snow and glacial melt. Accordingly, cumulative212

annual discharge rises more steadily in rain-dominated rivers than in nival or glacial213

rivers.214

The date of annual peak flow generally occurs in December in pluvial rivers and215

between May and August in nival and glacial rivers (Table 3). The mean date of216

annual daily maximum flow corresponds well to the date of center of volume in all217

rivers, with slightly larger disparities in pluvial and glacial rivers. The date of peak218

flow is less variable (standard deviation of 16 days) in nival rivers, a much lower219

value than observed in glacial (45 days) and pluvial (42 days) rivers. This reflects220

the process difference where pluvial systems consist of many events, and glacial221

systems of a more complex variety of processes. The date of center of volume shows222

similar patterns but less overall variability than the date of peak flow. Over the223

period 1972-2006, there are notable earlier occurrences of the center of volume in all224

nival rivers and in the glacial Lillooet River.225

Trends in the date of peak flow are generally not strong (except for the San Juan226

and Tuya rivers) and differ considerably compared to trends in the date of center of227

volume (Figure 4). In nival and glacial rivers, the center of volume trends toward228

an earlier occurrence, with some noticeable trends in two-thirds of these rivers when229
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the initial year for the analyses is in the 1960s and 1970s. For instance, the Lillooet230

River currently experiences an earlier occurrence (from 6 to 9 days) in the center of231

volume than in the 1970s.232

The center of volume is not a robust metric to assess streamflow timing changes.233

Confounding issues include changing the period over which the center of volume234

is computed from the calendar to the hydrological year that yields substantially235

different results for the Little Swift River over the period 1972-2006 (Figure 5a).236

Although negative phase shifts in the date of the center of volume are inferred in237

both cases from the Kendall-Theil Robust Lines, the slope (m) of the trend line238

is greater (in absolute terms) when based on the hydrological year (m = −0.54239

days year−1) compared to the calendar year (m = −0.34 days year−1). In both240

cases, serial correlation influences the results to about the same degree with AR1241

= 0.33 (p = 0.06) and 0.31 (p = 0.08) for the results based on the hydrological242

and calendar years, respectively. Thus, choosing an initial date of 1 October rather243

than 1 January yields a difference of one week in the 35-year trend analysis on the244

occurrence of this event.245

Changes in the annual hydrograph illustrate the conditions leading to these re-246

sults (Figure 5b). On average, the first half of the study period (1972-1988) exhibits247

more pronounced and later spring freshets than the latter half period. However,248

in the latter half period (1989-2006), there are relatively large increases in runoff249

from October to December that lead to the apparent phase shift toward an ear-250

lier timing in the center of volume. When relying on the calendar year, the higher251

October-to-December flows yield a delay in the center of volume, whereas based252

on the hydrological year, they result in an advance of the center of volume. Thus,253

changes in the hydrological regime independent of the timing of the spring freshet254

influence the timing of the center of volume.255
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An additional complication with the center of volume metric is that its timing256

is influenced by the total annual runoff (Figure 5c). For instance, an increase (de-257

crease) in the accumulation of snow in the Little Swift River Basin may lead to258

an apparent shift toward a later (earlier) spring freshet, although the timing of the259

spring snowmelt itself may not have changed. These examples show two important260

limitations of the use of the center of volume to detect streamflow timing changes.261

The trend analysis of 5dQ time series is superior to the results obtained by262

other methods to detect streamflow timing changes (Figure 6). Strong, positive263

(negative) trends in runoff are generally observed during winter (summer) in pluvial264

rivers. For example, the Yakoun River runoff increases in late November and early265

December and decreases from April to June. Note however the marked change in266

the magnitude of the trends near 1975. Patterns for the pluvial Zeballos and San267

Juan rivers are similar but weaker than in the Yakoun River. On the other hand,268

large positive trends in runoff exist during spring in nival and glacial rivers, followed269

by strong negative trends during summer. These trends are well illustrated in the270

Doré River, with increasing runoff from January to early May and then decreasing271

runoff in late May to July. The positive/negative couplets in 5dQ trends observed272

in the Tuya, Little Swift, and Doré rivers suggest phase shifts toward earlier spring273

freshets (see Section 3). The longer records of the Lillooet River show increasing274

runoff from November to January beginning in the late 1960s, whereas trends in275

other seasons remain relatively constant over time. In contrast to other nival and276

glacial rivers of western Canada, Surprise Creek shows pronounced positive trends277

in discharge throughout the summer.278

Figure 7 illustrates the transition of the hydrographs over time from their “ini-279

tial” (1972) to “final” (2006) state based on the Kendall-Theil Robust Lines. These280

reconstructed hydrographs reveal interesting trends including some notable reduc-281
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tions in runoff during spring in pluvial rivers (e.g. in the Yakoun and Zeballos282

rivers). There are also pronounced advances in the spring freshet in all nival rivers,283

as well as overall summer increases in runoff in Surprise Creek and decreases for284

the Doré and Lillooet rivers. A decline of 62 mm year−1 from 1972 to 2006 during285

the spring freshet (2 April to 2 July) in the Little Swift River is compensated by286

positive trends during winter that lead to an overall increase in the annual runoff287

(Table 3). In contrast, increases of 12 and 20 mm year−1 in runoff over the same288

35-year period accompany the shifts in the spring freshets in the Tuya River and289

Fishtrap Creek, respectively.290

To better understand the factors driving the observed changes in runoff, we use291

a similar method on air temperature, precipitation and snow accumulation records292

from Barkerville, BC (Figure 8). In the Little Swift River Basin, enhanced pre-293

cipitation as rain during October and November coincides with increasing runoff.294

Trends toward drier conditions accompany both rising air temperatures in Decem-295

ber and early January and then cooling air temperatures in February, resulting in a296

decrease in snowpack accumulation. In May, there are moderate rises in air temper-297

ature that coincide with the advancing spring freshet; however, there is little trend298

in precipitation at this time. Despite the lack of consistency in air temperature299

and precipitation trends, these results suggest that reduced snow accumulation and300

higher air temperatures during spring, among other factors, are contributing to the301

advancing spring freshet in the Little Swift River.302

5. Discussion303

Detection of a trend toward earlier spring freshets in snow-dominated rivers of304

western Canada is consistent with earlier studies that examined runoff in western305

North America [Whitfield and Cannon, 2000; Stewart et al., 2005; Regonda et al.,306
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2005; Rood et al., 2008]. The trends in 5dQ provide a detailed assessment of these307

changes (Figure 6). When compared to other studies based on the timing of the308

center of volume, for example, enhanced discharge during April was followed by a309

decline in discharge during June in the Tuya River, indicative of a trend toward an310

earlier spring freshet. An earlier spring freshet and a delay in the storage of water in311

the ice and snowpacks in early fall is common to all nival and glacial rivers with the312

exception of Surprise Creek. Hence there is an extension of the warm hydrological313

season that is marked by relatively large reductions in summer runoff in these rivers.314

Similarly, there is a contraction of the cold hydrological season during which there315

are increases in river discharge in most nival and glacial basins.316

In contrast to its counterparts, summer runoff from Surprise Creek increased317

through time. This result is consistent with prior work that revealed August runoff318

in some glacier-fed basins of northwestern BC increased in recent decades [Fleming319

and Clarke, 2003; Stahl and Moore, 2006]. The positive trends probably relate to the320

fact that glacier mass loss in northwestern BC has been dominantly by downwasting321

over the period 1985-1999, rather than by terminal retreat [Schiefer et al., 2007].322

Hence, warm air temperatures during spring produce an earlier onset of snowmelt323

and thus increases in spring streamflow. Earlier snowmelt and possibly higher rates324

of snowmelt during warmer summers would result in an early disappearance of snow325

and exposure of low-albedo firn and glacier ice, producing increased glacier melt and326

streamflow through summer. The detection of changes in runoff timing based on327

either the date of peak flow or the center of volume may therefore yield misleading328

or inconclusive results, especially in highly glacierized watersheds such as Surprise329

Creek.330

One benefit of our proposed method consists of its applicability to detect stream-331

flow changes throughout the year to a broad range of hydrologic processes. For332
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instance, trends in cold season low flows in nival and glacial rivers may be detected333

using this approach, which may be particularly important when assessing the po-334

tential contribution of baseflow to river flows in basins underlain by permafrost.335

Permafrost thawing in high-latitude basins of North America and Eurasia may be336

contributing to increased cold season runoff [Whitfield and Cannon, 2000; Walvoord337

and Striegl, 2007; Smith et al., 2007]. Applying the trend analysis to daily or 5-day338

averages of discharge data from high latitude or altitude rivers would provide critical339

information on the strength and nature of these changes.340

One complication of our proposed technique is whether the observed trends are341

driven primarily by the timing or the intensity of an event. For example, an increase342

(decrease) in snowpack conditions may lead to a more (less) intense spring freshet,343

even though the melt timing may not have changed [Moore et al., 2007]. However,344

performing the trend analysis to sequent 5-day averages of air temperature, precip-345

itation and snow accumulation can help clarify the mechanisms driving changes in346

streamflow timing. For example, for the Little Swift River Basin, a combination of347

factors appears to have induced a shift in the spring freshet, including a decrease in348

snow accumulation during winter and rising air temperatures during spring. Future349

work will therefore focus on attributing regime changes in pluvial, nival and glacial350

rivers of western Canada.351

Applying the trend analysis to other hydrometeorological variables to infer the352

driving factors for change is particularly important in watersheds experiencing land-353

cover modifications. Moore and Scott [2005, 2006] show that forest harvesting of354

almost 30% of the catchment of Camp Creek, located about 200 km south of Fish-355

trap Creek, significantly advanced the timing of snowmelt. Forest harvesting has356

occurred in several of the basins considered here during the period of study, and a357

fire in 2003 affected 70% of Fishtrap Creek’s catchment area. Therefore, the effects358
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of spring warming on the advance of melt could be exaggerated. An important task359

is the development of approaches for disentangling the effects of climatic variability360

and change from the effects of land cover change.361

Long-term climatic variability associated with the observed shift in 1976/1977362

of the Pacific Decadal Oscillation (PDO) led to dramatic changes in the climate363

of western North America [Mantua et al., 1997]. The PDO regime change forced a364

reversal of trends in air temperature across most of Alaska [Hartmann and Wendler,365

2005]. The shift in the phase of the PDO may also influence trends in the amounts366

and timing of runoff in western Canada [Woo et al., 2006; Woo and Thorne, 2008].367

There is some evidence of this with a transition in the strength of the runoff trends in368

≈ 1975 for the Yakoun River (Figure 6). Given the relatively short period of analysis369

examined in this study, however, it is difficult to assess whether the streamflow370

timing changes are part of a long-term, persistent trend or are associated in part371

with this climate shift. Extending the trend analyses by a decade to an initial372

year of 1986 yields similar patterns in the hydrographs to those obtained using an373

earlier period. Despite these preliminary findings, an extended of period of study is374

required to better understand the impacts of climate variability and change on the375

timing of runoff in western Canada.376

6. Conclusion377

Several studies project amplified warming during the 21st century in moun-378

tainous regions such as the American Cordillera compared to low-lying areas [e.g.,379

Bradley et al., 2004]. This amplified warming will have important ramifications for380

snowpack and glacier storage as well as for the distribution and phase of precipita-381

tion [Barnett et al., 2005; Déry and Wood, 2006]. Hence glacierized watersheds of382

North America may become climate change “hotspots” that would reveal substan-383
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tial changes in air temperature and/or precipitation that are manifested as changes384

in the seasonality of runoff. Hydrological monitoring thus requires reliable metrics385

to detect the impacts of climate change on streamflow timing.386

Assessing phase shifts in river runoff using either the day of occurrence of the387

annual peak flow or the center of volume may lead to inconclusive or misleading388

results since these metrics depend on record length, seasonality of runoff, and inter-389

annual to inter-decadal variability in runoff magnitude. Our method addresses some390

of these limitations and can detect streamflow timing changes in pluvial, nival and391

glacial rivers of western Canada. The technique is insensitive to the hydrological392

regime and it also provides detailed information on the temporal structure of the393

streamflow changes.394
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Figure Captions506

507

Figure 1: Lag 1 autocorrelation for the sequent 5-day mean runoff time series for508

nine rivers of western Canada, 1972-2006. Circles denote positive autocorrelations509

at the p < 0.05 level.510

Figure 2: Original (1972), modified (2006) and trend (1972-2006) in the mean511

annual cycle of 5-day sequent mean river runoff for three different scenarios in a512

snowmelt-dominated basin (Table 2).513

Figure 3: Mean annual cycle of daily normalized river runoff (black line) and514

cumulative runoff (green line) for nine rivers of western Canada. Also shown are the515

mean annual day of peak flow (blue line) and the center of volume (red line) based516

on the mean hydrograph.517

Figure 4: Trend in the day of peak flow and center of volume in discharge. Initial518

years for trends vary from 1960 to 1977, and final year is 2006.519

Figure 5: a) The day of year of the center of volume based on the calendar520

and hydrological years in the Little Swift River, 1972-2006. Thick lines denote the521

Kendall-Theil Robust Lines. b) Mean annual cycle of daily runoff in the Little Swift522

River for 1972-1988 and 1989-2006. c) The day of year of the center of volume versus523

total annual runoff in the Little Swift River, 1972-2006. The thick line denotes the524

linear regression.525
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Figure 6: Trend (standardized units over the period) in sequent 5-day means in526

runoff for the rivers of the study. Initial years for trends vary from 1960 to 1977,527

ending at a fixed final year (2006).528

Figure 7: Initial (1972) and final (2006) annual hydrographs reconstructed from529

the end points of the Kendall-Theil Robust Lines.530

Figure 8: Trend (standardized units over the period) in sequent 5-day means of531

air temperature (T), precipitation (P) and snow water equivalent (SWE) at Bark-532

erville, British Columbia. Initial years for trends vary from 1960 to 1977, ending at533

a fixed final year (2006).534
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Figure 2: Original (1972), modified (2006) and trend (1972-2006) in the mean annual cycle of
sequent 5-day mean river runoff for three different scenarios in a snowmelt-dominated basin (Table
2).
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Figure 5: a) The day of year of the center of volume based on the calendar and hydrological years
in the Little Swift River, 1972-2006. Thick lines denote the Kendall-Theil Robust Lines. b) Mean
annual cycle of daily runoff in the Little Swift River for 1972-1988 and 1989-2006. c) The day of
year of the center of volume versus total annual runoff in the Little Swift River, 1972-2006. The
thick line denotes the linear regression.
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Figure 6: Trend (standardized units over the period) in sequent 5-day means in runoff for the
rivers of the study. Initial years for trends vary from 1960 to 1977, ending at a fixed final year
(2006).
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Figure 6 (continued).
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Figure 6 (continued).
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Figure 8: Trend (standardized units over the period) in sequent 5-day means of air temperature
(T), precipitation (P) and snow water equivalent (SWE) at Barkerville, British Columbia. Initial
years for trends vary from 1960 to 1977, ending at a fixed final year (2006).


